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MSU splits the high-value and
low-value channels to merge the
kernel dimensions hierarchically.

Motivation
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Ø Multi-channel Selection Unit (MSU)
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Ø Multiple Flow Deformable Alignment (MFDA)
MFDA aligns the motion area,
where the optical flow is viewed
as residual offsets for deformable
alignment.

Fig.5 Visual comparisons with SOTA methods on REDS dataset.

Fig.1 Different value channels.

Fig.2 Overview of Kernel Split Network (KSNet).

Fig.3 Multi-channel Selection Unit.

Fig.4 Multiple Flow Deformable Alignment. 

Tab.2 Ablation study on re-parameterization strategy.

Contribution

Methodology
Ø Given a sequence of LR frames {𝑥!, 𝑥", … , 𝑥#, … , 𝑥$} where 𝑥# ∈
ℝ%×'×(, the HR frames {𝑦!, 𝑦", … , 𝑦#, … , 𝑦$} are constructed in a
frame-to-frame pipeline. The input frames are propagated in the first
recurrent branch (green area) and then refined in the other recurrent
branch (blue area).

Tab.1 Quantitative comparison with different methods.

Ø We propose a Kernel Split Network (KSNet) for RTVSR, including
unidirectional & bidirectional recurrent paradigms, which
reconstructs the 720 × 1080 video with 31 ms/frame and achieve
superior results over other SOTAmethods.

Ø We design a kernel-split strategy to discriminate the channels of high-
value and low-value, and apply the re-parameterized convolutions on
the high-value channels. This strategy enables the exploration of high-
value dynamic information and the representation of convolution
layers, while reducing the dimensional complexity.

Ø We adopt multiple flows on the deformable alignment module to light
the training burden of the deformable convolution and enhance the
motion representation with affordable calculation costs.

Ø It is crucial to split channels with dynamic and static information for
efficient processing, which represents the redundant complements and
temporal offsets respectively.

Experiments

Fig.7 Comparisons on the visual 
quality of different split ratios. 

Fig.6 Comparisons on the reconstruction 
performance and kernel split ratio. 


