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Motivation & Introduction
Limitations of CLIP

Research Goal

• In the attention map, simply 
compare the difference 
between the self-response 
values of the image tokens 
(i.e., the diagonal weights) 
and their attention values 
with the class token.

• The in-depth analysis of 
CLIP’s attention reveals the 
emergence of outliers and 
their distinct distribution.

• Outliers tend to appear in 
deep layers.

• We argue that the self-
relevance of image tokens 
and the similarity between 
the class token and image 
token within the attention 
map can act as an effective 
detector for outliers. 

• To resolve outliers adaptively and enhance semantic representations for CLIP-
based training-free open-vocabulary semantic segmentation (OVSS).

Main Contributions

Visualization of our Self-adaptive Outlier Mitigator (SOM)

Methods

Self-adaptive Outlier 
Mitigator

Experiments

Ø Quantitative Evaluation

Ø Qualitative Evaluation

Ø Ablation Studies

Ablation of different backbones

No extra training & backbone ! 

Ablation of proposed modules Ablation of aggregated attention layers 

Ablation of different self-self attention

Outlier Mitigation Result

Self-adaptive Outlier Mitigator

Semantic-aware Attention Enhancer

Hierarchical Attention Integrator

• To detect and eliminate the outliers automatically. Based on the comparison 
between self-response and class-response within the CLIP’s self-attention map.

• To strengthen the object activation in CLIP’s last image encoder layer using the 
self-self attention mechanism, which is not considered in outlier mitigator.

• To further refine the generated feature. Leverage attention maps from shallow 
layers to capture discriminative pair-wise feature relationships. 
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